Since control theory is often mathematically abstract, it is sometimes difficult for students to visualize how the concepts are related to practice. Implementation of control schemes in laboratory experiments, however, can help students grasp abstract concepts. Over the past decades, numerous control laboratory experimental setups, such as the inverted pendulum [1], [2], ball and beam [3], and inverted wedge [4], have been developed for control education and research. These setups provide challenging experiments and high-impact visual demonstrations that make them attractive to students. Moreover, because of inherent nonlinearity, instability, and underactuation, these setups can serve as testbeds for research in nonlinear control systems.

In this article, we consider feedback linearization [5]–[7] for nonlinear control design. The idea behind this approach is to find a diffeomorphism and a state-feedback control law that transform the nonlinear system into a linear time-invariant system. The design is then carried out on the linear system using linear control design techniques. Both full-state-feedback linearization and partial-state-feedback linearization can be considered. In full-state-feedback linearization, also called input-state-feedback linearization, the state equations are fully linearized. In partial-state-feedback linearization, also called input-output-feedback linearization, the state equations are linearized, while the map from the input to the state can be only partially linearized. Feedback linearization has been applied to various real-world problems [8]–[16] as well as laboratory experiments, such as an electromagnetic system [17], an electromechanical system [18], and motors [19]–[24].

In this article, we introduce the ball and wheel system, which is a feedback linearizable electromechanical system consisting of a wheel and a motor. Over the periphery of the wheel, a ball is balanced by controlling the angle of the wheel through the motor. This system is nonlinear and underactuated. Moreover, the equilibrium of this system is open-loop unstable. It is shown in [25] that the ball and wheel system is flat and feedback linearizable, and a nonlinear controller, which is based on the theory of differential flatness, is designed for trajectory planning and tracking. A video showing experimental tracking control of this system is available at [26]. In [27], the nonlinearity of the ball and wheel system is locally bounded by a chosen sector, and an $H_\infty$ PID controller is designed to achieve local asymptotic stability. In this article, we use full-state-feedback linearization to design a stabilizing controller. The control law is implemented on an experimental apparatus through a digital signal processor (DSP). The effectiveness of the controller is verified through simulation and experimental results.

**EXPERIMENTAL APPARATUS**

The experimental setup of the ball and wheel system is shown in Figure 1. A schematic overview of the experimental setup is shown in Figure 2. The system consists of a dc motor and a wheel, which is coupled to the dc motor by a hub. The dc motor is rated at 65 W, 30 V, and 4200 rev/min. The rim of the wheel has a groove to prevent the ball, which is made of steel, from slipping out transversely. To measure the position of the ball, a potentiometer-like sensor is utilized. A resistive wire glued to one side of the groove of the wheel and a copper wire glued to the other side are used to form the sensor, with the metallic ball acting as the wiper of the potentiometer. To assess the behavior of this ball-angle sensor quantitatively, the output voltage of the sensor versus...
We derive a mathematical model of the ball and wheel system by using the Euler-Lagrange formulation [28].

The physical parameters of the system are listed in Table 1.

Table 1 Physical parameters of the system. The mass and geometry are measured. The moment of inertia of the wheel is computed using the dimension, geometry, and mass of the wheel. To estimate the parameters $R_a$ and $K_m$ of the dc motor, a least-squares algorithm is used with samples of the input voltage, output speed, and armature current.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moment of inertia of the wheel $I_w$</td>
<td>$1.71 \times 10^{-3}$ kg-m$^2$</td>
</tr>
<tr>
<td>Radius of the wheel $r_w$</td>
<td>0.075 m</td>
</tr>
<tr>
<td>Mass of the ball $m_b$</td>
<td>0.042 kg</td>
</tr>
<tr>
<td>Radius of the ball $r_b$</td>
<td>0.011 m</td>
</tr>
<tr>
<td>Motor armature resistance $R_a$</td>
<td>0.6558 $\Omega$</td>
</tr>
<tr>
<td>Motor constant $K_m$</td>
<td>0.0662 N-m/A</td>
</tr>
</tbody>
</table>
\[ L = T - V, \]

where \( T \) is the kinetic energy and \( V \) is the potential energy. For this system, \( q \) is selected as

\[ q = \begin{bmatrix} \theta_1 \\ \theta_2 \end{bmatrix}, \]

where \( \theta_1 \) is the angular displacement between the \( y \) axis and the line through the centers of the ball and the wheel, and \( \theta_2 \) is the angular displacement of the wheel. \( Q \) is given by

\[ Q = \begin{bmatrix} 0 \\ \tau \end{bmatrix}, \]

where \( \tau \) is the torque exerted on the wheel. The kinetic energy of the ball is

\[ T_b = \frac{1}{2} m_b (r_w + r_b) \dot{\theta}_b^2 + \frac{1}{2} I_b \dot{\theta}_b^2, \]

where \( m_b \) is the mass of the ball, \( r_b \) is the radius of the wheel, \( r_w \) is the radius of the ball, \( \theta_b \) is the angular displacement of the center of the ball relative to the vertical direction, and the moment of inertia of the ball is given by

\[ I_b = \frac{2}{5} m_b r_b^2, \]

while the kinetic energy of the wheel is

\[ T_w = \frac{1}{2} I_w \dot{\theta}_w^2, \]

where \( I_w \) is the moment of inertia of the wheel. Then the total kinetic energy \( T \) is

\[ T = T_w + T_b = \frac{1}{2} I_w \dot{\theta}_w^2 + \frac{1}{2} m_b (r_w + r_b) \dot{\theta}_b^2 + \frac{1}{2} \left( \frac{2}{5} m_b r_b^2 \right) \dot{\theta}_b^2. \]

A constraint condition arises as the ball and the wheel rotate and roll over each other. Let \( \mathbf{v}_{C_b/O_b} \) denote the velocity of the contact point \( C_b \) relative to the center of the wheel \( O_b \) and observed from the motor-fixed reference frame as shown in Figure 4. From Figure 4, it follows that

\[ \mathbf{v}_{C_b/O_b} = \dot{\theta}_b r_w \mathbf{e}, \tag{2} \]

where \( \mathbf{e} \) is a unit vector that is tangent to the contact point and that points in the direction of increasing \( \theta_b \). Also let \( \mathbf{v}_{C_w/O_w} \) denote the velocity of the contact point \( C_w \) relative to the center of the ball \( O_w \) and observed from the motor-fixed reference frame as shown in Figure 4. Hence the velocity of the contact point \( C_w \) relative to point \( C_w \) is given by

\[ \mathbf{v}_{C_w/C_w} = 0. \tag{4} \]

From Figure 4, the velocity of the center of the ball relative to the center of the wheel is

\[ \mathbf{v}_{O_b/O_w} = \dot{\theta}_b (r_w + r_b) \mathbf{e}. \tag{5} \]

From (2)–(4), we obtain

\[ v_{O_b/O_w} = v_{O_b/C_b} + v_{C_b/O_w} + v_{C_w/C_w} = -\dot{\theta}_b r_w \mathbf{e} + \dot{\theta}_w r_w \mathbf{e}, \tag{6} \]

while (5), (6) yield the rolling condition

\[ r_w \dot{\theta}_2 - (r_w + r_b) \dot{\theta}_1 = r_1 \dot{\theta}_1. \tag{7} \]

Note that \( \dot{\theta}_2 \) is not directly measurable. However, for feedback control, \( \dot{\theta}_2 \) can be obtained from (7) in terms of measurements of \( \dot{\theta}_1 \) and \( \dot{\theta}_2 \).
Using (7), it follows that
\[ T = \frac{1}{2} I_w \ddot{\theta}_1^2 + \frac{1}{2} m_b (r_w + r_b)^2 \dot{\theta}_1^2 + \frac{1}{5} m_b (r_w \dot{\theta}_2 - r_b \dot{\theta}_1 - r_b \dot{\theta}_1)^2. \]

The total potential energy \( V \) is
\[ V = m_b g (r_w + r_b) \cos \theta_1, \]
where \( g \) is the gravitational acceleration. The Lagrangian function is given by
\[ L = T - V \]
\[ = \frac{1}{2} I_w \ddot{\theta}_1^2 + \frac{1}{2} m_b (r_w + r_b)^2 \dot{\theta}_1^2 + \frac{1}{5} m_b (r_w \dot{\theta}_2 - r_b \dot{\theta}_1 - r_b \dot{\theta}_1)^2 - m_b g (r_w + r_b) \cos \theta_1. \]

Then, we have
\[ \frac{\partial L}{\partial \dot{\theta}_1} = m_b g (r_w + r_b) \sin \theta_1, \]
\[ \frac{\partial L}{\partial \ddot{\theta}_1} = \left( \frac{7}{5} r_w^2 m_b + \frac{14}{5} r_w r_b m_b + \frac{7}{5} r_b^2 m_b \right) \dot{\theta}_1 \]
\[ + \left( -\frac{2}{5} r_w^2 m_b - \frac{2}{5} r_w r_b m_b \right) \dot{\theta}_2, \]
\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\theta}_1} \right) = \left( \frac{7}{5} r_w^2 m_b + \frac{14}{5} r_w r_b m_b + \frac{7}{5} r_b^2 m_b \right) \dot{\theta}_1 \]
\[ + \left( -\frac{2}{5} r_w^2 m_b - \frac{2}{5} r_w r_b m_b \right) \dot{\theta}_2, \]
\[ \frac{\partial L}{\partial \dot{\theta}_2} = 0, \]
\[ \frac{\partial L}{\partial \ddot{\theta}_2} = \left( -\frac{2}{5} r_w^2 m_b - \frac{2}{5} r_w r_b m_b \right) \dot{\theta}_1 + \left( I_w + \frac{2}{5} r_w^2 m_b \right) \dot{\theta}_2, \]
\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\theta}_2} \right) = \left( -\frac{2}{5} r_w^2 m_b - \frac{2}{5} r_w r_b m_b \right) \dot{\theta}_1 + \left( I_w + \frac{2}{5} r_w^2 m_b \right) \dot{\theta}_2. \]

From (1) and (8)–(13), the equations of motion are given by
\[ (7r_b + 7r_w) \dot{\theta}_1 - 2r_b \dot{\theta}_2 - 5g \sin \theta_1 = 0, \]
\[ \left( -\frac{2}{5} r_w^2 m_b - \frac{2}{5} r_w r_b m_b \right) \dot{\theta}_1 + \left( I_w + \frac{2}{5} r_w^2 m_b \right) \dot{\theta}_2 = \tau. \]

Equations (14) and (15) are valid only when the centripetal force is large enough to maintain the circular motion of the ball on the wheel. Otherwise, the ball can leave the wheel. Consider the free-body diagram of the ball as shown in Figure 5. Using Newton’s third law, the force equation for the radial direction is given by
\[ m_b g \cos \theta_1 - N = m_b (r_w + r_b) \dot{\theta}_1^2, \]
where \( N \) is the normal reaction force. The force provided by \( m_b g \cos \theta_1 - N \) is necessary to maintain the circular motion of the ball on the wheel. The ball and the wheel lose contact when \( N = 0 \), at which time the ball leaves the wheel. Thus, to maintain the ball on the wheel, the condition
\[ N = m_b g \cos \theta_1 - m_b (r_w + r_b) \dot{\theta}_1^2 > 0 \]
must be satisfied.

A voltage signal, which is generated according to a control law designed below, is supplied to an amplifier, which drives a permanent magnet dc motor to control the wheel. Since the electrical time constant of a dc motor is usually much smaller than the mechanical time constant, and since the value of the viscous friction coefficient is negligible, the reduced-order dc motor model [29] is given by
\[ \tau = \frac{K_m}{R_s} u - \frac{K_m^2}{R_s} \dot{\theta}_2, \]
where \( \tau \) is the control torque, \( u \) is the control voltage, \( K_m \) is the motor constant, and \( R_s \) is the motor armature resistance.

The state vector is defined as
\[ x = [x_1, x_2, x_3, x_4]^T = [\theta_1, \dot{\theta}_1, \theta_2, \dot{\theta}_2]^T. \]

From (14), (15), and (17), the state-space representation of the ball and wheel system in the basis given by (18) can be written as
\[ \dot{x} = f(x) + g(x) u, \]
where
\[ f(x) = \begin{bmatrix} x_2 \\ ax_4 + b \sin x_1 \\ px_4 + q \sin x_1 \\ c \end{bmatrix}, \quad g(x) = \begin{bmatrix} 0 \\ 0 \\ 0 \\ r \end{bmatrix}, \]
and \( a, b, c, p, q, r \) are defined by
\[ a = -\frac{2r_w K_m^2}{R_s (7I_w + 2r_w^2 m_b) (r_b + r_w)} \]
b = \frac{g(5I_w + 2r^2_m I_2)}{(7I_w + 2r^2_m I_2) \left( \frac{r_x + r_w}{r_x} \right)},
\frac{c}{R_1(7I_w + 2r^2_m I_2)} \left( \frac{r_x + r_w}{r_x} \right),
p = -\frac{7K_a}{R_1(7I_w + 2r^2_m I_2)},
q = \frac{2r_m m_b}{7I_w + 2r^2_m I_2},
r = \frac{7K_m}{R_1(7I_w + 2r^2_m I_2)}.

Note that
ar = cp. \quad (20)

**FULL-STATE-FEEDBACK LINEARIZATION**

Consider the nonlinear single-input-single-output system (19) and

\[ y = h(x), \quad (21) \]

where \( x \in \Omega \subset \mathbb{R}^n \), \( f : \Omega \rightarrow \mathbb{R}^n \), and \( g : \Omega \rightarrow \mathbb{R}^n \) are smooth vector fields on \( \Omega \), \( u \in \mathbb{R} \) is a scalar control signal, and \( h : \Omega \rightarrow \mathbb{R} \) is a smooth scalar function. The derivative of \( h(x) \) along the vector field \( f(x) \) is expressed by the Lie derivative

\[ L_f h(x) = \frac{\partial h}{\partial x} f(x). \]

Intuitively, the Lie derivative of a function \( h(x) \) with respect to the vector field \( f(x) \) is the rate of change of \( h(x) \) along the trajectories of the system \( \dot{x} = f(x) \). Note that \( L_f L_g h(x) = [\partial (L_f h(x)) / \partial x] g(x), \) while \( L_f h(x) \) denotes \( L_f (L_f^{-1} h(x)) \), where \( L_f h(x) = L_f h(x) \) and \( L_f h(x) = h(x) \).

**Definition 1**

The system (19), (21) has relative degree \( l \) in the region \( \Omega \) if

1) \( L_{g_i} L_{L_{g_j}^{-1}} h(x) = 0 \), \( i = 0, 1, \ldots, l - 2 \) for all \( x \in \Omega \).
2) \( L_{g_i} L_{g_j}^{-1} h(x) \neq 0 \) for all \( x \in \Omega \).

If the relative degree of the system (19) and (21) is equal to the number of states, then the system is full-state-feedback linearizable by using the change of coordinates

\[ \xi_1 = h(x), \]
\[ \xi_2 = \xi_1 = L_{g_1} h(x), \]
\[ \xi_3 = \xi_2 = L_{g_2} h(x), \]
\[ \vdots \]
\[ \xi_{l-1} = \xi_{l-2} = L_{g_{l-2}}^{-1} h(x), \]
\[ \xi_{l} = L_{g_{l-1}} h(x) + L_{g_{l-1}}^{-1} h(x) u, \]

and by choosing the full-state-feedback control

\[ u = \frac{1}{L_{g_{l-1}}^{-1} h(x)} (v - L_{g_{l-1}} h(x)). \]

The nonlinear system (19) and (21) can then be transformed into a linear time-invariant system in controllable canonical form. Thus, the controller design can be obtained based on the resulting linear form.

It is shown in [5] that the system (19) is full-state-feedback linearizable if and only if there exists an output function \( h(x) \) for which the resulting system of the form (19) and (21) has relative degree \( n \). Moreover, the existence of the output function \( h \) can be characterized by the vector fields \( f \) and \( g \). To state the conditions of the existence of \( h \), the following notions are introduced.

For vector fields \( f \) and \( g \), the Lie bracket \([f, g]\) is defined as

\[ [f, g](x) = \frac{\partial g}{\partial x} f(x) - \frac{\partial f}{\partial x} g(x). \]

In compact notation, the Lie bracket is expressed as

\[ \text{ad}_g f(x) = [f, g](x) \quad \text{and} \quad \text{ad}_f^{-1} g(x) = [f, \text{ad}_f^{-1} g](x), \]

where \( \text{ad}_f^{-1} g(x) = \text{ad}_g f(x) \) and \( \text{ad}_g f(x) = g(x) \). Consider vector fields \( f_1, \ldots, f_k \) on \( \Omega \subset \mathbb{R}^n \). For each \( x \in \Omega \), the vectors \( f_1(x), \ldots, f_k(x) \) span a subspace of \( \mathbb{R}^n \), which we denote by

\[ \Delta(x) = \text{span}\{ f_1(x), \ldots, f_k(x) \}. \]

The collection \( \Delta \) of all vector spaces \( \Delta(x) \) such that \( x \in \Omega \) is called a distribution and is written as

\[ \Delta = \bigcup_{x \in \Omega} \Delta(x). \]

The distribution \( \Delta \) generated by \( f_1, \ldots, f_k \) is denoted by

\[ \Delta = \text{span}\{ f_1, \ldots, f_k \}. \]

**Definition 2**

The distribution \( \Delta \) is involutive on \( \Omega \) if, for all pairs of vector fields \( g_i \) and \( g_j \) belonging to \( \Delta \), the Lie bracket \([g_i, g_j] \in \Delta \).

In [5], it is shown that \( \Delta = \text{span}\{ f_1, \ldots, f_k \} \) is involutive on \( \Omega \) if and only if

\[ [f_i, f_j] \in \Delta, \quad \text{for all} \quad 1 \leq i, j \leq k. \quad (22) \]

A distribution \( \Delta = \text{span}\{ f_1, \ldots, f_k \} \), defined on \( \Omega \subset \mathbb{R}^n \), is non-singular if

\[ \dim(\Delta(x)) = k \]

for all \( x \in \Omega \).

**Definition 3**

The non-singular distribution \( \Delta \), defined on \( \Omega \subset \mathbb{R}^n \), is completely integrable if, for each point \( x_0 \in \Omega \), there exists a neighborhood \( \Omega_0 \) of \( x_0 \), and \( n - k \) real-valued smooth functions \( h_j(x), \ldots, h_{n-k}(x) \), all defined on \( \Omega_0 \) such that

\[ \frac{\partial h_i}{\partial x} f(x) = 0, \quad \text{for all} \quad 1 \leq i \leq k \quad \text{and} \quad 1 \leq j \leq n - k. \quad (23) \]
and such that the row vectors \((\partial h_1/\partial x), \ldots, (\partial h_{n-1}/\partial x)\) are linearly independent.

The following theorem gives necessary and sufficient conditions for complete integrability. For details, see [5].

Theorem 1
A nonsingular distribution is completely integrable if and only if it is involutive.

Necessary and sufficient conditions for feedback linearizability given by Theorem 2. To show that the ball and wheel system is full-state-feedback linearizable in \(D\) following conditions hold:

1. The matrix \(G(x) = [g(x), ad_1 g(x), \ldots, \hat{ad}_{n-1} g(x)]\) has rank \(n\) for all \(x \in \Omega\). 
2. The distribution \(\Delta = \text{span}(g, ad_1 g, \ldots, \hat{ad}_{n-2} g)\) is involutive on \(\Omega\).

STABILIZATION BASED ON FULL-STATE-FEEDBACK LINEARIZATION
To show that the ball and wheel system is full-state-feedback linearizable, we consider the necessary and sufficient conditions for feedback linearizability given by Theorem 2. Computing \(ad_1 g(x), \hat{ad}_2 g(x), \text{and } \hat{ad}_3 g(x)\) yields

\[
\begin{align*}
ad_1 g(x) &= \begin{bmatrix} -c \\
- a r \\
- pr 
\end{bmatrix}, \\
\hat{ad}_2 g(x) &= \begin{bmatrix} ar \\
bc \cos x_1 + apr \\
pr \\
cq \cos x_1 + p r
\end{bmatrix}, \\
\hat{ad}_3 g(x) &= \begin{bmatrix} -bc \cos x_1 - apr \\
-bcx_2 \sin x_1 - abr \cos x_1 - acq \cos x_1 - ap^2 r \\
-cq \cos x_1 - p r \\
-cq \cos x_1 - apr \cos x_1 - cpr \cos x_1 - p r
\end{bmatrix}.
\end{align*}
\]

The determinant of \(G(x)\) is thus given by

\[
\det(G(x)) = \det(g(x), ad_1 g(x), \hat{ad}_2 g(x), \hat{ad}_3 g(x)) \\
= (c^4 q^2 - 2bc^2 q r + b^2 c^2 r^2)(\cos x_1)^2 \\
= 400q^2 K_2 A_2^{4/5} (7I_w + 2r_w m_b)^4 (r_x + r_y)^4 R_0^4 (\cos x_1)^2,
\]

which is positive for all \(x_1 \in (-\pi/2, \pi/2)\). Hence \(G(x)\) is full rank in \(\Omega\), where

\[
\Omega = \left\{ x \in \mathbb{R}^4 \mid -\frac{\pi}{2} < x_1 < \frac{\pi}{2} \right\}. 
\]

Thus, condition (1) of Theorem 2 is satisfied for \(\Omega\) given by (24). Denote

\[
\Delta = \text{span}(g, ad_1 g, \hat{ad}_2 g).
\]

Using (22) to show that \(\Delta\) is involutive in \(\Omega\), we need to show that \([g(x), ad_1 g(x)], [g(x), \hat{ad}_2 g(x)], \text{and } [ad_1 g(x), \hat{ad}_2 g(x)]\) are in \(\Delta\). By computing \([g(x), ad_1 g(x)], [g(x), \hat{ad}_2 g(x)], \text{and } [ad_1 g(x), \hat{ad}_2 g(x)]\), we obtain

\[
[g(x), ad_1 g(x)] = [0 \ 0 \ 0 \ 0]^T, \\
[g(x), \hat{ad}_2 g(x)] = [0 \ 0 \ 0 \ 0]^T, \\
[ad_1 g(x), \hat{ad}_2 g(x)] = \begin{bmatrix} 0 \\
-bc^2 \sin x_1 \\
0 \\
-c^2 q \sin x_1
\end{bmatrix}.
\]

Note that \([g(x), ad_1 g(x)]\) and \([g(x), \hat{ad}_2 g(x)]\) are in \(\Delta\). Also, using (20), it follows that

\[
[ad_1 g(x), \hat{ad}_2 g(x)] = -cp(\tan x_1) ad_1 g(x) - c(\tan x_1) \hat{ad}_2 g(x).
\]

Hence the distribution \(\Delta\) is involutive in \(\Omega\). The system is therefore full-state-feedback linearizable in \(\Omega\). Since \(g(x), ad_1 g(x), \text{and } \hat{ad}_2 g(x)\) are linearly independent, the distribution \(\Delta\) is nonsingular. Then, by Theorem 1, the distribution \(\Delta\) is completely integrable, and there exists an output function \(h(x)\) satisfying the partial differential equations (23) of the Frobenius type

\[
L_\phi h(x) = 0, \\
L_{ad_1} h(x) = 0, \\
L_{ad_2} h(x) = 0, \\
L_{ad_3} h(x) \neq 0.
\]

Note that (28) holds because \(g(x), ad_1 g(x), \text{and } \hat{ad}_2 g(x)\) are linearly independent. The partial differential equations (25)–(28) are equivalent to the conditions for which the system has relative degree four in \(\Omega\)

\[
L_\phi h(x) = 0, \\
L_{ad_1} h(x) = 0, \\
L_{ad_2} h(x) = 0, \\
L_{ad_3} h(x) \neq 0.
\]

A solution to the partial differential equations (25)–(28) is given by

\[
y = h(x) = rx_1 - cx_3.
\]

The change of variables

\[
\begin{align*}
\xi_1 &= h(x) = rx_1 - cx_3 \\
\xi_2 &= L_\phi h(x) = rx_2 - cx_4 \\
\xi_3 &= L_{ad_1} h(x) = (br - cq) \sin x_1, \\
\xi_4 &= L_{ad_2} h(x) = (br - cq)x_2 \cos x_1.
\end{align*}
\]
transforms the system (19) into

\[
\begin{align*}
\dot{\xi}_1 &= \xi_2, \\
\dot{\xi}_2 &= \xi_3, \\
\dot{\xi}_3 &= \xi_4, \\
\dot{\xi}_4 &= L_4^T l(x) + L_4L_3^T l(x) u,
\end{align*}
\]

where

\[
L_4^T l(x) = -(br - cq)x_2^2 \sin x_1 \\
+ (br - cq)(a x_4 + b \sin x_1) \cos x_1,
\]

\[
L_5^T l(x) = c(br - cq) \cos x_1.
\]

In terms of physical parameters, we have

\[
L_4L_3^T l(x) = \frac{10r_w K_{erg}^2}{R^2_0(71w + 2r_w m_1)^2(r_w + n_2)^2} \cos x_1,
\]

which is nonzero in \( \Omega \). Then, the state feedback control

\[
u = \frac{1}{L_4L_3^T l(x)}[v - L_4^T l(x)]
\]

results in the controllable linear system

\[
\begin{align*}
\dot{\xi}_1 &= \xi_2, \\
\dot{\xi}_2 &= \xi_3, \\
\dot{\xi}_3 &= \xi_4, \\
\dot{\xi}_4 &= \nu.
\end{align*}
\]

For stabilization, the new control variable \( \nu \) introduced in (37) and appearing in (41) is then taken as a linear feedback control

\[
\nu = -K_1\xi_1 - K_2\xi_2 - K_3\xi_3 - K_4\xi_4
\]

where the linear feedback gain matrix \([K_1, K_2, K_3, K_4]\) can be determined by using a pole-placement method to place the closed-loop poles in the open left-half plane. The designed controller establishes asymptotic stability in the region

\[
\Omega = \{[\theta_1, \theta_2, \theta_3, \theta_4]^T \in R^4 | | \theta_1 | < \pi/2\}
\]

However, from (37) it is clear that a sufficiently large angular position of the ball can result in saturation of the control voltage, which may give rise to closed-loop instability. Thus, due to the limitation on the available input torque from the motor, the actual region of attraction is smaller than \( \Omega \). Furthermore, the process of controller design does not take the constraint (16) into account. In fact, it can be seen from (16) that a sufficiently large angular position of the ball can result in the ball leaving the wheel. Hence, the region of attraction also depends on the constraint (16).

Since linearization by state feedback involves exact cancellation of nonlinear terms, the cancellation is not exact in practice due to model uncertainty and measurement error, and thus the resulting closed-loop system may exhibit undesirable behavior. Techniques are given in \[7], \[30], and \[31\] for designing robust feedback linearization controllers.

**SIMULATION AND EXPERIMENTAL RESULTS**

To observe the performance of the control law (37) and (42), the control system is simulated in Matlab/Simulink using the parameters in Table 1. The closed-loop poles are chosen to be \(-1 \pm j 14, -2 \pm j 2.5\), which corresponds to the control gain \([K_1, K_2, K_3, K_4] = [2019.25, 808.5, 215.25, 6]\). The designed control algorithm is tested on the experimental setup as shown in Figure 1 and executed on the DSP system written in C. The sampling frequency of the system is chosen to be 1 kHz. The initial conditions are set to \(\theta_1(0) = -0.08\) rad, \(\theta_2(0) = 0\) rad/s, \(\theta_3(0) = 0.08\) rad, and \(\theta_4(0) = 0\) rad/s. Both simulation and experimental results show that the angular position of the ball converges to zero. At time 7.6 s, an impulsive disturbance is introduced in the experiment by tapping the ball. The system subsequently recovers from this velocity perturbation.

![Figure 6](image-url)

**FIGURE 6** A comparison of simulation and experimental results of the angular position response of the ball. The initial conditions are \(\theta_1(0) = -0.08\) rad, \(\theta_2(0) = 0\) rad/s, \(\theta_3(0) = 0.08\) rad, and \(\theta_4(0) = 0\) rad/s. Both simulation and experimental results show that the angular position of the ball converges to zero. At time 7.6 s, an impulsive disturbance is introduced in the experiment by tapping the ball. The system subsequently recovers from this velocity perturbation.

The operating range of the control voltage, which is \(\pm 20\) V, is constrained by the motor driver. From Figure 8,
A comparison of simulation and experimental results of the angular position response of the wheel. The initial conditions are \( \theta_1(0) = -0.08 \text{ rad}, \ \dot{\theta}_1(0) = 0 \text{ rad/s}, \ \dot{\theta}_2(0) = 0.08 \text{ rad}, \ \text{and} \ \dot{\theta}_3(0) = 0 \text{ rad/s}. \) The motor rotates the wheel to bring the ball to the equilibrium. The oscillation at time 7.6 s is the response to the impulsive disturbance induced in the experiment by tapping the ball.

The control voltages are not saturated in either the simulation or the experiment. As discussed in the previous section, a sufficiently large initial angular position of the ball can result in saturation of the control voltage and reduce the region of attraction. By simulation, the control voltage becomes saturated when \( \theta_1(0) \) reaches 0.7505 rad (43.022°) with \( [\dot{\theta}_1(0) \ \dot{\theta}_2(0) \ \dot{\theta}_3(0)] = [0 \ 0 \ 0]. \) By comparing the simulation results with the experimental results shown in figures 6, 7, and 8, the maximum differences between the simulated and measured angular position of the ball, angular position of the wheel, and control voltage are \( 6.96 \times 10^{-3} \text{ rad} (0.3988^\circ), 0.0644 \text{ rad} (3.69^\circ), \) and 0.457 V, respectively. The slight mismatch between simulation and experimental results is possibly caused by disturbances and unmodeled hardware effects. In Figure 9, both simulation and experimental results show that the constraint (16) is satisfied, and thus the ball remains on the wheel during the experiment. By simulation, Figure 10 shows that the ball leaves the wheel when \( \theta_1(0) \) reaches 0.8 rad (45.837°) with \( [\dot{\theta}_1(0) \ \dot{\theta}_2(0) \ \dot{\theta}_3(0)] = [0 \ 0 \ 0]. \) In practice, due to the friction between the ball and the wheel, the actual region in which the ball can be stabilized by the control law is much smaller. From the experiment, the ball is no longer stabilizable when \( |\theta_1(0)| > 0.2617 \text{ rad} (15^\circ) \) with \( [\dot{\theta}_1(0) \ \dot{\theta}_2(0) \ \dot{\theta}_3(0)] = [0 \ 0 \ 0]. \)
CONCLUSIONS

In this article, the ball and wheel system was considered. A mathematical model of the system was derived to facilitate the controller design. It was shown that this system is locally full-state-feedback linearizable, and a stabilizing control law was obtained based on full-state-feedback linearization. The experimental apparatus was constructed, and the controller was implemented. Simulation and experimental results were presented to demonstrate the effectiveness of the designed controller. This experimental device is easy to build, inexpensive, and well suited for nonlinear control study.
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